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In 2012, the total capacity for electricity 
generation through solar photovoltaic 
(PV) technology was 100GW. One decade 

later, in April 2022, the world reached a 
landmark of 1TW. Half of this installed 
capacity was installed in the last three 
years from 2018 [1]. The global market 
for solar power is growing exponentially. 
SolarPower Europe, an association that 
represents over 270 organisations across 
the entire solar sector, predicts in its 
“Global Market Outlook For Solar Power 
2022-2026” that global solar capacity will 
more than double to 2.3TW by 2025. [2]

The Covid-19 pandemic has caused 

significant delays in many installations 
of renewable energy projects due to 
disruption of global value chains caused 
by lockdowns and geopolitical frictions. 
Nevertheless, these problems have not 
undermined the “green infrastructure 
boom”. Solar energy capacity additions 
continue to break records with 145GW in 
new installations becoming operational 
globally in 2021 and 190GW in 2022 [3].

The initial challenge of making solar 
technology affordable and accessible 
seems to have been overcome. Due 
to advances in the industry in making 
systems more effective, durable and afford-

able, the investment needed to install a 
system is only a fraction of what it once 
was. An analysis conducted by the National 
Renewable Energy Laboratory (NREL) 
shows that between 2010 and 2022 there 
was a reduction of around 66% of the total 
costs associated with the installation of 
PV systems for residential or commercial 
rooftops. For utility-scale ground-mount 
systems the reduction was even larger, 
around 81% [4]. 

 As a consequence of this, the levelised 
electricity cost (LCOE) generated by PV 
technology is now the third cheapest 
among renewables, only behind hydro and 
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onshore wind [5]. Most renewable power 
generation technologies have had a lower 
global LCOE than fossil fuel technologies 
since 2020 (Figure 2).

 The continuous and successful increase 
in the installation of solar systems creates 
new challenges, one of which is the opera-
tion and maintenance (O&M) of larger and 
larger fleets of systems. Contrary to what 
was once a popular belief, PV power plants 
are not maintenance free; they require 
a regimen of continuous monitoring, 
periodic inspection, scheduled preventive 
maintenance, and service calls [6]. Lack of 
attention to O&M results in costs higher 
than those presented in initial investment 
plans, increasing project risks; a situation 
that can undermine market confidence [7]. 
This is especially critical if we observe that 
most PV plants have only been operational 
for a short period of time. Around 90% 
of PV plants worldwide have become 
commercially operable in the last seven 
years, a relatively short period compared to 
their expected lifetime of 20+ years [8].

These systems are still experienc-

ing the moment of youth in their life. 
With the ageing and flourishing of new 
technologies, an increasing need has been 
observed for removal and replacement of 
parts or the entire system [9]. This means 
that the demand for professional and 
experienced O&M services in the PV indus-
try tends to increase dramatically. Given 
evolving technologies, climate and mainte-
nance resources, and all other influencing 
factors, optimising the O&M of photovol-
taic systems is critical to protecting invest-
ments in solar energy infrastructure.

O&M of PV systems
The O&M of PV systems includes carry-
ing out various activities. Among them, 
monitoring and maintenance are activities 
of special importance. In the photovoltaic 
industry, maintenance practices have 
been built around the recommendations 
of component manufacturers – such as 
modules and inverters – and national and 
international technical standards [10]. 
Best-practice guidelines in the indus-
try recommend the use of preventive 
maintenance through annual inspection 
plans. It focuses on preventing major 
future problems from occurring through 
a regular routine of visual and physical 
inspections, as well as verification activities. 
Preventive maintenance improves system 
performance, prevents the occurrence of 
more severe failures, and maximises the life 
of the system. 

Preventive maintenance inspections are 
performed by trained personnel following 
checklists to ensure that inspections are 
thorough and complete [11]. According 
to industry best practices, all inspec-
tion activities and checklists, as well as 
the inspection time schedule, should be 
established in a detailed annual mainte-
nance plan [12]. It should also contain the 
guidance on how to test and maintain key 
components given by their manufactur-
ers [10]. Activities must be consistent with 
warranty terms and national standards for 
periodic inspection of certain electrical 
components.

A close look into an example of annual 
maintenance plans for utility and distrib-
uted solar plants, suggested by recent best 
practice guidelines for PV O&M [12], reveals 
an extensive list of inspection activities, 
some of which are indicated as manda-
tory (minimum requirement) while others 
are only recommendation. The frequency 
at which these tasks must be carried out 
varies, but the vast majority are annual. 
Whenever possible, the verification should 

be extended to the entire system. In the 
case of very numerous components, such 
as the clamps that secure the modules to 
the mounting structure, the check can be 
performed on only a random subset of 
components.

In addition to basic visual inspection, 
specialised inspections, such as infrared 
(IR) thermography, electroluminescence 
(EL) imaging, and I-V curve tracing, can be 
used to assess the quality and performance 
of equipment on site [12]. These verifica-
tions include specialised tools such as an 
I-V curve tracer and an infrared thermo-
graphic camera. These inspections might 
incur larger costs, and their adoption must 
consider the potential benefits according 
to the system size, design, complexity, 
and environment. As pointed out by [10], 
preventive maintenance must maximise 
the output of the system, prevent more 
expensive failures from occurring, and 
maximise the lifetime of a PV system. Thus, 
the cost of scheduled maintenance must 
be balanced with the yield and cash flow 
throughout the life of the system. 

Associated with the preventive strategy, 
best-practice guidelines in the industry 
also recommend the adoption of correc-
tive maintenance. Corrective maintenance 
paradigms represent a strategy based 
primarily on reacting to equipment failures 
and system breakdowns. This paradigm, 
which was once the standard in some 
industries, allows low upfront costs, but 
also brings with it a higher risk of compo-
nent failure and higher costs in the long 
run [13]. In the PV industry, the core strat-
egy is based on preventive maintenance, 
and corrective maintenance is reduced to 
unplanned interventions to restore the 
systems’ normal operation after a failure 
has been identified [12].

Faults or conditions that introduce a 
safety problem or revenue losses due 
to reduced system output are the main 
motivations for an unplanned interven-
tion. Safety problems should be addressed 
as soon as possible. Lost revenue should 
take into account the response cost 
according to the size of the system, 
geographic location, spare parts inven-
tory, other scheduled maintenance and 
fleet performance requirements [10]. For 
example, for small residential systems, a 
fleet operator may make repairs only when 
losses are high enough to justify a truck 
roll to the area or at the next regularly 
scheduled inspection of a site. Generally, 
the maximum response time for alerts or 
corrective action is specified as part of the 

Figure 1: The ongoing reduction of the full costs of PV 
systems—including installation- over time [4]

Figure 2: Global LCOEs from newly commissioned, utility-scale 
renewable power generation technologies, 2010-2020 [5]
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O&M service contract but typically will 
be 10 days or less for non-safety-related 
corrective maintenance services [10, 12]. 
The combination of the preventive and 
corrective maintenance paradigms has 
been used successfully in the PV industry 
for the past decades. 

Digitalisation and new trends
In the continuing technological evolution 
of PV systems, there is a trend towards 
expanding the collection and digitalisation 
of production data, which allows for more 
complex and comprehensive monitoring. 
This sets the stage for a more data-driven 
approach, so that in recent years best 
practice guidelines have included predic-
tive maintenance among the paradigms 
adopted in the O&M of photovoltaic 
systems [12].

Predictive maintenance, also known 
as condition-based maintenance, is a 
data-driven strategy that analyses the PV 
system’s monitoring signals to identify 
signs of degradation and detect anomalies, 
identify faults (diagnostics) and estimate 
the equipment’s remaining useful life 
(prognostics). The extracted information 
is used to prioritise maintenance activities 
and resources.

The information collected should 
allow assessing the need for intervention, 
instead of adopting a pre-established 
calendar of interventions. In the conven-
tional preventive strategy, systems without 
problems are inspected only as a routine, 
and systems can remain with unnoticed 
failures for a long time until the next 
inspection occurs. Alternatively, adopting a 
predictive strategy should allow reducing 
the frequency of interventions when possi-
ble or anticipate them if necessary.

Information that allows identifying 
problems at an early stage, before a critical 
failure occurs, can also extend the time 
available to plan interventions and reduce 
the need for urgent corrective actions, 
which often translates into more expensive 
and logistically difficult interventions. 

The success of the predictive approach 
depends on the quality of the data 
interpretation. To decide to postpone or 
anticipate an inspection or maintenance 
intervention, high diagnostic reliability 
is required. Achieving such a high level 
of confidence normally involves some 
manual data analysis before the decision-
making, which may impose limitations on 
the scalability of monitoring capability.

Companies specialised in O&M have 
monitoring centres with a specialised 

team that evaluates the performance of 
systems to identify problems with the help 
of monitoring software equipped with 
automatic alert features [14]. It is key that 
the automatic monitoring system triggers 
as few false alerts as possible and ensures 
no critical problem passes unnoticed. 
Reliable solutions capable of helping the 
monitoring process are highly needed 
for the scalability of the O&M monitoring 
services.

In the scientific literature, there are 
several studies and procedures for 
automatic fault detection in PV systems, 
however there is a general lack of valida-
tion of such methods under real operating 
conditions. Recently, in a study with field 
data from a portfolio of 80 photovoltaic 
systems for multiple years [15], we have 
verified that a combination of multiple 
fault detection algorithms can achieved 
a sensitivity of 99% and a specificity of 
93%, and less than 12% false alerts. This 
means that an alert will be raised for 99% 
of the days with a fault and 7% of the days 
without any fault.

Knowing the level of reliability that 
can be expected from data interpreta-
tion, in this case from the automatic fault 
detection system, is fundamental to 
understanding how much we can trust its 
results and whether additional measures 
are needed to balance its limitations, such 
as, for example, manual verifications before 
scheduling an intervention.

Comparing O&M strategies
The adoption of predictive maintenance 
fundamentally changes the O&M strategy. 
It holds clear potential for improvement 
and comes with strong expectations. For 
the technological advancement of O&M 
practices, it is important to balance the 
expectations and objectively quantify the 
potential gains from investing in improved 
monitoring and maintenance practices. 

To evaluate the potential benefits of 
adopting a maintenance strategy based 
mainly on predictive actions, we first need 

to establish a methodology to quantify the 
effects that a maintenance strategy can 
have on a portfolio of systems.

An O&M strategy is the collection of 
resources, procedures and rules used 
to identify defects and repair or replace 
components so that the system can 
perform its designated function during its 
expected useful life [16]. Understanding 
the consequences of adopting different 
maintenance strategies is not a simple task. 
Various aspects should be considered, such 
as the frequency with which faults occur, 
their impact on system performance, the 
procedures adopted to detect failures, the 
sensitivity of the tools used for monitoring 
and inspection, and the reaction time for 
maintenance.

The designated function of a PV system 
is to generate electrical power, and the 
occurrence of faults will cause a reduction 
in system performance until the fault is 
detected and removed. The total energy 
yield loss will be a consequence of the 
severity of the fault and the time elapsed 
between its occurrence and repair. Differ-
ent O&M strategies may lead to a shorter or 
longer time to detect and repair, resulting 
in a lower or higher total energy yield loss. 
Quantifying this yield loss is fundamentally 
important for comparing strategies. To do 
this, we adopted a methodology with four 
main steps: 
1)	Define the fault-free expected yield for 

the PV system typical profile;
2)	Generate a random sequence of fault 

events;
3)	Define the sequence of O&M events in 

response the faults;
4)	Quantify the impacts of the events on 

the energy yield.
In addition to evaluating the perfor-

mance of the systems, it is important to 
measure the maintenance efforts made 
over the years, here characterised by the 
number of interventions and the number 
of repaired components.

PV systems are designed to match local 
conditions, but despite their individual 

Figure 3: Expect-
ed energy yield in 
kWh/kWp per day 
simulated for 25 
years
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characteristics, they are built with very 
similar architecture and components due to 
constraints imposed by other factors such 
as standards, regulations, procurement 
optimisation, etc. It is reasonable to assume 
that a group of systems with such similar 
characteristics can be fairly represented by 
a typical system whose specifications are an 
average design. In this study, we considered 
a 150kWp rooftop PV system with 576 PV 
modules connected to six string inverters.

The expected energy yield for the typical 
system can be obtained using a project 
design tool for PV systems, e.g., PVSyst. The 
fault events will be added later; thus the 
simulation of expected energy yield must 
consider no losses due to soiling or shading 
and 100% availability. The performance 
loss rate was assumed to be 0.4%/year. The 
simulation provided a time series of energy 
yield in kWh/kWp per day for 25 years, and 
the weather conditions reflect the typical 
meteorological year (TMY) of Freiburg, 
Germany, as shown in Figure 3.

 A component fault is an unexpected 
event that results in loss of performance. To 
generate examples of failure events, we rely 
on reliability engineering theory for model-
ling failure occurrence using the failure 
rate (λ). The failure rate is the probability 
of failure per unit of time, given that the 
component has not yet failed. For most of 
their operating life, electrical components 
have a constant failure rate. A constant 
failure rate leads the time-to-failure to be 
an exponential distribution [17] with λ as 
the rate parameter.

To generate examples of fault events, for 
each component and fault type, we define 
continuous random variables that follow 
an exponential distribution with λ equal 
to its failure rate. These random variables 
generate random samples, representing 
the specific time each component will be 
affected by each failure type. With a careful 
selection of quantitative data available 
in the literature [18], we have a list of 
the typical failure types for each type of 
component and their respective failure 
rates derived from field data of hundreds of 
PV systems.

Each failure event causes the total or 
partial loss of performance of the affected 
component, which in turn results in 
reduced performance of the system as a 
whole. Figure 4 shows the range of power 
loss associated with each failure type for 
the typical system previously defined. The 
severity of each fault event is randomly 
defined to be somewhere between the 
worst and the best case. The system 

Figure 4: Inverter and PV array performance loss range according to the fault type

Figure 5: An example of a 25-year story of fault and maintenance events following a 
preventive maintenance strategy

Figure 6: An example of performance loss of a system following a preventive mainte-
nance strategy
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performance loss over the years is then a 
consequence of the accumulated losses 
due to the fault events.

The inspection and maintenance events 
are defined according to the maintenance 
strategy. In the case of traditional mainte-
nance practices based on preventive and 
corrective maintenance combined, the 
intervention events follow a pre-estab-
lished calendar of inspections (one per 
year). If the system experiences a severe 
performance loss (e.g., > 50%), an excep-
tional urgent intervention is scheduled 
shortly after (e.g. 10 days).

In case of a predictive maintenance 
strategy, the need for maintenance interven-
tion is defined based on the identification of 
system performance loss above a tolerance 
(e.g., 20%), and the maintenance date is 
scheduled after a predefined time window 
(e.g., 90 days). 

To simulate the limitations of data 
interpretation, a daily assessment of the 
system’s performance loss was considered 
with a sensitivity of 99% and specificity of 
93%. This means that alerts are issued for 
99% of days with a loss above tolerance, 
but also for 7% of days with acceptable 
losses. This limitation in accuracy needs to 
be counterbalanced by waiting for at least 
five alerts in 10 consecutive days before 
scheduling an intervention.

In an intervention, defective compo-
nents are usually maintained by replacing 
them with new components of the same 
type. Here we assume the maintenance 
action is perfect, i.e., the performance loss 
associated with the defective component 
is fully recovered. A full recovery of the 
system performance loss will be observed 
after the day of maintenance.

The resulting energy yield considering 
failure and maintenance events is a direct 
product of the initial expected and the 
performance loss at each day throughout 
the 25 years lifespan. The average energy 
yield provides a measure of the effec-
tiveness of a maintenance strategy for 
that particular story of failure events. By 
performing this calculation across a signifi-
cant number of random stories (e.g., 1,000), 
we derive a representative measure of the 
effectiveness of the evaluated maintenance 
strategy for the scenario.

We applied the proposed methodology 
to test two maintenance strategies. The 
first adhered to best practices, involving 
preventive maintenance with a regular 
calendar of inspections. The second strat-
egy focused on predictive maintenance, 
incorporating a dynamic inspection sched-

reduce yield, while short response times 
(one and three months) improve yield up 
to 10%. There is a response time (in this 
case six months) in which energy yield is 
equivalent in both strategies.

Upon examining the average number 
of interventions conducted, we see that, 
to sustain the same average energy yield 
level, the number of interventions with 
a predictive strategy was 10% lower 
compared to a preventive strategy. Shorter 
response times, especially within the three-
month range, led to an overall increase in 
the total number of interventions. Notably, 
extremely short response times resulted 
in a significant increase in intervention 
frequency. Shifting our focus to unplanned 
urgent interventions, it is noteworthy 
that adopting a predictive strategy with 
a response time limited at six months 
reduced the need for urgent interventions

Putting together the deviations of yield, 
interventions and components replaced, we 
can see a sweet spot of between three- and 
six-months response time. In that range, the 
adoption of a predictive strategy provided 
additional yield with a small variation of the 
maintenance efforts, which is an improve-
ment in comparison with best practices 
based on preventive actions (Figure 12).

 
Summary
Results show the benefits of moving 
towards a maintenance strategy mainly 
based on predictive actions. Namely, the 
need for urgent interventions is reduced, 
and the total number of interventions and 
replaced components can be reduced 
without compromising the average perfor-
mance of the systems.

These benefits are very dependent 
on the response time, which is the time 
between the detection of a failure and 
the execution of an intervention for 
maintenance. Short response times can 
enhance the average performance of the 
systems, leading to higher energy yield, 
with an increase in the average number of 
interventions.

What exactly can we expect from a 
more data-driven strategy? A data-driven 
strategy gives you the power to decide 
between low effort and higher perfor-
mance by tuning your loss tolerance and 
response times.

Is it really an improvement in compari-
son to the current industry best practices? 
It reduces the need for urgent, unplanned 
interventions. With the proper tuning, it 
is possible to increase the average energy 
yield or decrease maintenance efforts.

Figure 7: An example of a 25-year story of fault and mainte-
nance events following a predictive maintenance strategy

Figure 8: An example of system performance loss of a system 
following a predictive maintenance strategy

Figure 9: Average energy yield according to the 
maintenance strategy.

ule with varying response times, ranging 
from one to 12 months.

For both strategies, we considered 
corrective actions in case of severe 
performance loss. In each scenario, we 
generated 1,000 stories of faults and 
maintenance events, and their metrics 
were averaged for comparison.

The resulting average energy yields 
summarised in Figure 9 reveal that, in 
comparison with best practices, the 
adoption of predictive strategy with large 
response time (nine and 12 months) 
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